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요 약: 대량의 데이터를 관리하는 현대 데이터베이스 시스템 환경에서는 데이터베이스 시스템 튜닝에 대한 중요성이 증가하고 있다. 특히, 데이터베이스 시스템 성능 인자(performance parameters)를 시스템 부하에 따라 적절하게 튜닝하여야 한다. 본 논문에서는 TPC-W 환경에서 데이터베이스 시스템의 단일 성능 인자 튜닝 전략 2가지: 파라미터 튜닝 방법, 동일시간 평가 방법 을 제시한다. 효과성을 검증하기 위하여 제시한 튜닝 전략은 두 개의 사용 데이터베이스 시스템에 적용하였다. 실험 결과는 제시된 튜닝 전략이 성능 향상에 기여함을 보인다.

키워드: 데이터베이스 시스템 튜닝, 성능 인자 튜닝, TPC-W

Abstract: There have been an emerging interests in the importance of database tuning techniques under modern database environments in which very large-scale data should be managed. In particular, database performance parameters should be tuned to reflect system loads appropriately. This paper presents two parameter tuning strategies, namely throughput-based and response-time-based, which tune each performance parameter accordingly. The proposed techniques are applied to two commercial database systems in the TPC-W benchmark to see the effectiveness of those methods. The results show that they can help improve system performance considerably.
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1. 서론

정보 기술의 주요적인 역할을 담당하고 있는 데이터베이스 시스템은 데이터 하우스(data warehouse)와 전자 상거래(electric commerce) 같은 다양한 분야에서 보편적으로 사용되고 있다. 데이터베이스 시스템은 관리하는 데이터 양은 대폭적으로 증가하고 있으며, 또한 데이터베이스 시스템이 지원하는 기능은 다양화되고 있다. 이로 인해 데이터베이스 시스템 튜닝의 중요성이 부각되고 있다. 데이터베이스 튜닝은 데이터베이스 응용 프로그램이 더욱 빠르게 수행되도록 하는 관련 작업을 의미하며, ‘더욱 빠르게 수행된다’는 것은 데이터베이스 응용 프로그램의 처리량이 많아지는 것을 의미한다[2]. 데이터베이스 시스템에서의 튜닝 대상 요소들로 정의, 인덱스, 성능 인자(performance parameters) 외에 아니 라 하드웨어의 구성과 운영체제의 특성까지 폭넓게 고려할 수 있다[3]. 데이터베이스 튜닝 단계는 데이터 설계, 응용 프로그램, 메모리, I/O, 경합(contention), 운영 체제 등으로 구분 할 수 있다[4].

데이터 설계 튜닝은 데이터베이스 설계 속성을 정의하고, 데이터 간의 관계를 설정하고, 주키와 외래 키를 생성하고, 다양한 인덱스 생성과 클러스터 사용 여부 등을 결정하는 단계이다. 이 단계의 튜닝은 데이터베이스 설계에서 중요한 단계로, 데이터베이스의 정규화 및 병합규화를 결정해야 하고, 데이터에 대한 접근성이 향상될 수 있도록 설계해야 한다. 응용 프로그램 튜닝은 응용 프로그램에 의한 데이터베이스 시스템의 효율성을, 데이터베이스 시스템의 성능을 향상시키기 위한 다양한 튜닝 전략들을 고려하여 적절히 튜닝할 수 있다. 본 논문에서는 TPC-W 환경에서 데이터베이스 시스템 튜닝 전략 2가지: 파라미터 튜닝 방법, 동일시간 평가 방법을 제시한다. 효과성을 검증하기 위하여 제시한 튜닝 전략은 두 개의 사용 데이터베이스 시스템에 적용하였다. 실험 결과는 제시된 튜닝 전략이 성능 향상에 기여함을 보인다.
비효율적인 절차를 재작성하여 성능 향상을 추구하는 단계이다. 메모리 풀은 데이터베이스 시스템이 관리하는 공유 메모리, 비버 캐시, 정보, 해시 등의 메모리 영역을 적절히 할당하여 성능 향상을 도모하는 단계이다.

이 단계 튜닝에서는 메모리 영역들이 해당 데이터베이스 시스템에서 제시하는 성능을 범위 내에 포함될 수 있도록 크기를 할당해야 한다. I/O 튜닝은 데이터 저장 공간, 로그 파일의 구성, 체크포인트 발생 반도 등에 대해서 결정하는 단계이다. 이 단계 튜닝은 디스크 브로드 테이터를 분산하여 I/O 발생량을 감소시켜 I/O 성능 향상으로 최소화 되도록 하고, 최적의 데이터 접근을 위해 데이터 분포블록(black)의 구조를 설정하는 것이다. 메모리와 I/O 튜닝은 해당 데이터베이스 시스템의 성능 인자를 정정 또는 동적 대응하는 방법으에 사용된다. 정황 튜닝은 다중 사용자 환경에서 동시성 제어를 위한 잠금(lock)과 레지스터(lock)가 요구될 때 운영체제의 성능을 고려하여 튜닝 단계이다. 이 단계의 튜닝은 영역체제에 따른 바이어의 크기, 프로세스가 관리하는 메모리 크기 등을 결정하는 것이다.

데이터베이스 튜닝 및 관련 시스템의 성능 향상을 위한 연구는 산업계 및 학계를 중심으로 전개되고 있다. [3]은 관계형 데이터베이스 시스템과 객체 관계형 데이터베이스 시스템에 적용될 수 있는 튜닝 도구를 제안하였다. 특히, 인덱스 성능과 선택 정확도의 선택율(/selectivity) 변화에 따른 성과의 평가 노동 시간을 분석하여 인덱스 성능에 대한 지침을 제시한다. 이 도구는 10개의 케이스모델로 65개의 질의여와 확장성을( scalability)을 제공하여 각 질의에 대한 질의 수행 시간 결과를 보이고 있다.

[5]는 대용량 데이터베이스 환경에서 데이터베이스 관리자가 올바른 인덱스를 선택할 수 있도록 인덱스 분석 도구를 개발하였다. 이 도구는 TPC-D 성능 평가에서의 낮은 처리 비용 및 빠른 응답 시간에 대한 요구를 만족시키기 위해 개발되었다. 이 도구는 사용자의 질의 유형에 따라 실제 또는 가상 인덱스를 양적으로 분석하여 데이터베이스 관리자에게 가장 낮은 비용의 인덱스를 추천한다. 실험 결과 단일 컴퓨터에 대한 인덱스를 추가하면 약 5% 정도 비용이 감소하고, 다중 컴퓨터에 대한 인덱스를 추가하면 약 18% 정도 비용이 감소한다.


본 논문의 구성은 다음과 같다. 2장에서는 TPC-W의 전반적인 설명과 실험을 위한 성능 인자의 두 가지 튜닝 전략을 소개하고, 3장에서는 시스템 X와 시스템 Y에서의 튜닝 전략에 따른 실험 결과 기술 및 분석을 수행하고, 4장에서는 결론과 향후 계획에 대해 언급한다.

2. TPC-W와 성능 인자 튜닝 전략

2.1 TPC-W

TPC-W는 웹 환경에서의 데이터베이스 시스템의 대상 성능 평가의 산업 표준이며 성능 평가 방법론에 대한 매우 정확한 사항을 명시하고 있다. TPC-W는 인터넷 전자 시점의 전자 상거래 시스템을 시뮬레이션하고 있으며, 웹 상호작용(web interaction) 기반으로 동작한다.

웹 상호작용은 사용자가 웹 서버에 대한 최초 요청에 시작하여 최종 응답까지에 있는 결제의 작업이고, 총 14개의 웹 상호작용을 TPC-W에서는 정의하고 있다. TPC-W의 성능 측정 요소는 측정 시간동안 처리되는
웹 상호작용의 개수를 표시하는 WIPS(web interaction per second)이며, 다음의 제약 조건을 만족하여야 유효한 측정값으로 인정된다. 이 제약 조건은 사용자 브라우저가 14개인 경우에는 초당 1~2개, 28개에서는 초당 2~4개의 웹 상호작용이 수행되어야만 만족됨을 의미한다(8).

(EB개수/14) < WIPS < (EB개수/7)

EB(emulated browser)는 사용자 브라우저를 의미하며, TPC-W에서의 작업부하로 사용된다. EB는 사용자 세션 최소 유지 시간(user session minimum duration, USMD)등안 수행되고, 웹 서버로부터 요청한 응답을 받으면 다음 웹 요청을 하기 전까지 사고 시간(think time)을 가정으로 실제 웹 환경을 시뮬레이션하고 있다.

TPC-W는 8개의 기본 테이블("ADDRESS", "AUTHOR", "CC_XACTS", "COUNTRY", "CUSTOMER", "ITEM", "ORDERS", "ORDER_LINE")으로 구성되어 있다. 그림 1은 EB 개수에 따른 TPC-W 구성 테이블들의 데이터베이스 확장성(scalability)을 보여준다. "COUNTRY" 테이블의 트플 개수는 92개로 크기가 고정되어 있고, 나머지 테이블의 크기는 EB 개수와 "ITEM" 테이블의 트플 개수에 의해 결정된다. "ITEM" 테이블은 그림 1에서와 같이 1,000개~10,000,000개 중 한 경우에 해당되는 트플 수를 가질 수 있다. 예를 들어, 10개의 EB와 10,000개의 "ITEM" 테이블 트플 개수로 실험을 수행하는 경우, "CUSTOMER-MER" 테이블은 28,800개, "AUTHOR" 테이블은 2,500개의 트플을 가지게 된다.

웹 상호작용은 표 1에서 제한된 응답시간 및 혼합비율을 만족하여야 한다. 제한된 응답시간은 수행 시간동안 처리한 전체 웹 상호작용 중 하위 90%의 웹 상호작용에 대한 평균 응답시간이고, 혼합비율은 수행 시간동안 발생되는 전체 웹 상호작용 종류에서 각 웹 상호작용들이 차지하는 비율이다.

TPC-W의 전체 수행 시간은 랩프 업(ramp up) 시간, 측정 시간, 반복 측정 시간으로 나누어, 안정된 작업 부하를 준비하는 시간인 랩프 업 시간은 10분 이상이며, 측정 시간 30분, 반복 측정 시간 30분을 필요로 한다. 측정 시간에 측정된 WIPS 값과 반복 측정 시간에 측정된 WIPS 값의 오차가 5%인내야 유효한 결과로 인정된다.

2.2 설도 인지 튜닝 전략

상용 데이터베이스 관리 시스템(database management system, DBMS)에서 제공하고 있는 설도 인지의 튜닝 전략은 각 제조사들이 제시하고 있는 설도 목표치에 미치는 경우, 관리자가 설도 인지의 크기를 임의의 크기로 직접히 변경하는 것이다. 이러한 방법은 사용자 시점과 경험에 의존하는 일기용향(hard-hoc) 방식이다.

본 논문에서는 상용 DBMS의 튜닝 전략과는 달리 사용자에 의한 요구 관리 및 응답시간을 튜닝의 기준으로 정했으며, 설도 인지의 변경 크기를 또한 적절히 임의의 값이 아닌 체계적으로 계산 및 결정된 값을 사용한다.

각 데이터베이스 시스템은 다양한 설도 인자들 가지며, 각 설도 인자에 대하여 기본 설정 크기를 제공한다. 기본 설정 크기는 일반적인 데이터베이스 시스템 사용 환경에서 최선의 성능으로 작업을 수행할 수 있도록 설정되어 있는 것이 보편적이다. 본 논문에서는 제시하는 튜닝 전략은 이러한 기본 설정 크기를 바탕으로 하여 설도 인지 튜닝을 수행한다.

데이터베이스 부하에 따라 설도 인지 크기 설정에 관해 다음 두 가지 경우를 생각해 볼 수 있다. 첫째, 부하에 비해 설도 인자가 적정 크기보다 작은 경우, 부하를

---

<table>
<thead>
<tr>
<th>웹 상호작용</th>
<th>응답시간</th>
<th>혼합비율</th>
<th>웹 상호작용</th>
<th>응답시간</th>
<th>혼합비율</th>
</tr>
</thead>
<tbody>
<tr>
<td>Admin Confirm</td>
<td>20 조</td>
<td>0.09 %</td>
<td>New Products</td>
<td>5 조</td>
<td>5.00 %</td>
</tr>
<tr>
<td>Admin Request</td>
<td>3 조</td>
<td>0.10 %</td>
<td>Order Display</td>
<td>3 조</td>
<td>0.66 %</td>
</tr>
<tr>
<td>Best Sellers</td>
<td>5 조</td>
<td>5.00 %</td>
<td>Order Inquiry</td>
<td>3 조</td>
<td>0.75 %</td>
</tr>
<tr>
<td>Buy Confirm</td>
<td>5 조</td>
<td>1.20 %</td>
<td>Product Detail</td>
<td>3 조</td>
<td>17.00 %</td>
</tr>
<tr>
<td>Buy Request</td>
<td>3 조</td>
<td>2.60 %</td>
<td>Search Request</td>
<td>3 조</td>
<td>20.00 %</td>
</tr>
<tr>
<td>Customer Registration</td>
<td>3 조</td>
<td>3.00 %</td>
<td>Search Results</td>
<td>10 조</td>
<td>17.00 %</td>
</tr>
<tr>
<td>Home</td>
<td>3 조</td>
<td>16.00 %</td>
<td>Shopping Cart</td>
<td>3 조</td>
<td>11.60 %</td>
</tr>
</tbody>
</table>
처리하는데 많은 시간이 소요되고 시스템의 처리량도 감소한다. 둘째, 부하에 비해 성능 인자가 크기가 적절 크기보다 큰 경우, 해당 성능 인자가 시스템 리소스를 과도하게 사용하여 다른 성능 인자들이 사용할 리소스가 부족하게 되어 응답시간이 높어지고 처리량도 감소 할 수 있다(9).

두 번째 경우는 그림 2를 통해 설명된다. 그림 2는 시스템 Y에 대한 워크로드 성능 평가[10] 결과 중에서 "NUM_DATA_BUFFERS" 성능 인자 크기 변경에 따른 선택 추출 결과(절의 번호 1, 2, 4)의 응답시간을 보인다. 실험 결과, 성능 인자가 기본 설정 크기로부터 적정 크기를 넘어서 4배까지 증가하게 되면 절의 1의 응답시간은 기본 설정 크기에서의 응답시간보다 30% 증가하였고, 절의 2의 응답시간은 37% 증가하였다. 절의 4의 응답 시간은 기본 설정 크기에 비해 거의 변화가 없었다.

절의 1번(no index) - 1% selection
INSERT INTO TMP
SELECT * FROM TENKTUP1
WHERE unique2 BETWEEN 0 AND 99

절의 2번(no index) - 10% selection
INSERT INTO TMP
SELECT * FROM TENKTUP1
WHERE unique2 BETWEEN 792 AND 1791

절의 4번(clustered index) - 10% selection
INSERT INTO TMP
SELECT * FROM TENKTUP1
WHERE unique2 BETWEEN 792 AND 1791

그림 2의 설계 결과를 통해 성능 인자 크기를 크게 설정하는 것이 반드시 성능 향상에 기여하는 것이 아니 며 성능 인자의 크기가 적절 크기가 증가되어 설정되어야 함을 알 수 있다. 부하의 변화에 따라 성능 인자의 작은 변경 크기가 부하에 대한 적절한 대응일 수도 있고, 큰 변경 크기가 부하에 대한 대응이 될 수도 있기 때문이다. 따라서 데이터베이스 부하에 따른 적절한 성능 인자 크기를 대응시키기 위해 성능 인자 크기 변경의 범위를 결정해야 한다. 본 논문에서는 적절 변경 크기는 기본 크기의 50%, 큰 변경 크기는 기본 크기의 200%로 정하였으며, 성능 인자의 변경 후 크기는 식 (1)에 의해서 산출된다.

\[ P_{new} = P_{acc} + P_{acc} + P_{acc} \]

식 (1)의 \( P_{new} \)는 성능 인자의 기본 크기, \( P_{acc} \)는 성능 인자의 변경 후 크기, \( P_{acc} \)는 튜닝 시점까지 증가된 성능 인자 크기, \( P_{acc} \)는 성능 인자의 변경 크기, \( P_{acc} \)는 성능 인자의 최대 크기를 의미한다. 성능 인자의 변경 후 크기는 성능 인자의 최대 크기를 초과할 수 없다.

TPC-W를 위하여 본 논문에서 제시하는 성능 인자 변경 전략은 두 가지이다. 두 가지 변경 전략은 TPC-W 수행 중 일정 시간동안 전체 웹 상호작용의 처리량 감소가 발생하면 이를 해소하기 위해서 성능 인자 크기를 변경하는 처리량 평가 방법과 일정 웹 상호작용의 평균 응답시간이 적절 시간을 초과하면 성능 인자 크기를 변경하여 제한 시간 이내로 응답할 수 있도록 하는 응답시간 평가 방법의 튜닝 전략이다.

처리량 평가 방법에 의한 성능 인자의 튜닝 전략은, 첫째, 이전 측정 시간동안 처리된 웹 상호작용 개수보다 현재 측정 시간동안 처리된 웹 상호작용의 평균 개수보다 현재 측정 시간동안 처리된 웹 상호작용 개수가 적은 경우, 셋째, 현재 측정 시간동안 처리된 웹 상호작용 개수가 TPC-W에 명시된 EB의 개수에 따른 WIPS 값 제약조건 만족할 수 없는 경우 성능 인자 크기를 일정 크기만큼 변경하는 방법이다. 언급한 세 가지 성능 처리 현상 중에서 하나라도 발생 하면 이 튜닝 전략이 적용된다.

첫 번째 튜닝 조건의 처리량 감소 비율은 TPC-W 사양에 따라 EB들이 상호 독립적으로 수행되며 처리량이 측정 시간마다 약 5%가 아닌 오차를 가질 수 있기 때문에 감소 비율을 5% 이상으로 설정하였다. 두 번째 튜닝 조건은 오차 범위 내에서 성능 저하가 지속적으로 발생하는 경우 첫 번째 튜닝 조건만으로는 성능 저하에 대한 대처를 할 수 없어 이전 3회 측정 시간동안의 평균 처리량보다 적은 처리량을 수행한 경우 튜닝을 수행하기 위함이다. 세 번째 튜닝 조건은 본 논문에서 실험 수행 환경이 TPC-W를 기반으로 하고 있기 때문에 TPC-W 사양의 제약 사항을 만족시키기 위한 예
TPC-W 성능 평가에서의 데이터베이스 시스템 성능 인자 튜닝

3 실험 및 결과 분석

본 연구에서는 원칙적으로 TPC-W 사양(specification)에 의하여 TPC-W를 구현하였고, 본 연구에 직접적인 영향을 미치지 않은 범위 내에서 다음 세 가지 사항을 미구현 또는 변경하였다. 첫째, TPC-W의 보안(security), 암호(cryptogram)에 관한 PGE(payment gateway emulator)는 데이터베이스 시스템의 성능에 직접적인 영향을 미치지 않으므로 구현에서 제외하였다. 둘째, TPC-W 사양에서는 평균 사고 시간을 7초~8초의 시간으로 정의하고 있지만, 정의된 시간이 평균 사고 시간이므로 실제적으로는 2초~6초 사이의 무작위 사고 시간이 발생할 수 있다. 이 경우 헤 상호작용 처리 비용에 대한 분산자가 큼 수 있기 때문에 본 실험에서는 7초의 고정된 시간으로 사고 시간을 구현하였다. 셋째, TPC-W 사양에서는 평균 USMD(사용자 세션 최소 유지 시간)가 85초~945초로 정의하고 있으며, 평균 사고 시간과 비슷하게 실제적으로는 10초에서 7,200초(2시간) 이상까지 무작위로 USMD가 발생할 수 있다. USMD가 짧은 EB들은 TPC-W의 직접적인 작업부하가 아닌 세션 이웃(out)과 세션 인(in)을 반복하며 수행하여 실제 데이터의 신뢰성을 낮출 수 있기 때문에, 본 실험에서는 USMD를 900초(15분)로 고정하여 구현하였다.

TPC-W 사양을 기반으로 한 다양한 TPC-W 구현 방법 중 본 연구에서는 성능 향상을 위하여 8개의 기본 데이터를 외에 사용자 쇼핑카트(shopping cart)의 정보 관리를 위한 “SHOPPING_CART” 데이터와 쇼핑카트 내의 상품 정보를 관리한 “SHOPPING_CART_LIST” 데이터들을 추가하였다. 쇼핑카트를 EB 내의 메모 리 구조체로 구현할 경우, EB 수의 증가에 따라 RBE(remote browser emulator)의 메모리 부족 문제가 발생할 수 있고, 이로 인해 대상 시스템의 성능 저하나 TPC-W 성능 평가 시험에 불가능할 수 있기 때문이다. 실험에서는 “ITEM” 데이터의 10,000개가 토큰을 가지도록 설정하였다.


"상성 인자 조정 모델"은 실험을 수행하는 핵심 모델로서 Java 1.3으로 개발되었으며 세 개의 세부 모델로 나뉘어져 있다. "작업부하 모니터"는 웹 서버와 응용 프로그램 서버에서 실험 수행 시험 동안 수행되는 헤 상호작용의 정보를 측정 시간마다 수집한다. "작업부하 분석"은 "작업부하 모니터"에서 수집된 정보와 데이터베이스 시스템 성능 인자의 변경 여부를 판단한다. "성능 인자 크기 조정"은 성능 인자 변경을 해야 하는 경우 성능 인자 크기를 일정 크기만큼 증가시키는 역할을 한다. 본 실험은 시스템 X와 시스템 Y로 구성되어 있는 상용 데이터베이스 시스템 두 개에 대하여, 각 시스템 당 세 개의 성능 인자들을 대상으로 수행하였다. 성능 인자의 설정은 데이터베이스 시스템이 제공하는 다양한 성능 인자 중에서 성능 향상에 밀접한 관계가 있는 성능 인자를 중심으로 선정하였다. 밀접한 관계가 있는지 여부는 여러 더 높여, 20개의 EB로 5분의 측정 시간동안 수행하는 경우 최초ly WIPS 값인 1.43을 만족하기 위해 측정 시간 동안 평균 428개 이상의 웹 상호작용이 처리되어야 하며, 이보다 적은 웹 상호작용을 처리하는 경우에는 성능 인자의 크기를 변경한다.


한계 이상의 웹 상호작용이 응답시간을 초과하는 경우 튜닝 전략이 적용되었다.
상성 인자들이 성능 향상에 기여하는 정도를 측정하는 기초적인 실험을 수행한 결과를 바탕으로 결정하였다.

3.1 시스템 X의 결과 및 분석

시스템 X는 사용 객관-관계형 데이터베이스 시스템이다. 단일 페타입 프로세서, Linux 7.3에서 운영하였다. 시스템 X에 대한 실험은 다음과 같이 진행하였다. 최적, 성능 인자의 변경 단위는 5분마다 수행하였다. 이 이유는 측정 시간동안 응답시간 평가 방법의 튜닝 전략을 만족하기 위해 전체 평가 방법은 150회 이상 처리되어야 하며, 최적 EB 개수(5개)가 150회 이상 처리하기 위해서는 약 4분 이상의 시간이 필요하기 때문이다.


시스템 X에서 각 성능 인자의 변경 크기를 결정하는 실험은 처리량 평가 방법에 의한 튜닝 전략으로 실험을 하였으며, 실험 결과는 표 2에서 보이고 있다. “DB_CACHE_SIZE의 기본 크기(P\textsubscript{min})는 32MB, 최대 크기(P\textsubscript{max})는 1.5GB이고, “PGA_AGREGATE_TARGET”의 기본 크기(P\textsubscript{opt})는 2MB, 최대 크기(P\textsubscript{max})는 1.5GB이다. “SHARED_POOL_SIZE의 기본 크기(P\textsubscript{opt})는 32MB이고 최대 크기(P\textsubscript{max})는 1.5GB이다. 처리 비율은 시스템 기본 크기로 인자를 변경 하였음을 때의 평균작업 처리량에 대해 지정된 크기로 인자를 변경하였을 때의 평균작업 처리량의 비율을 표시한 값이다. 처리 비율이 가장 높은 변경 크기가 최종 변경 크기(P\textsubscript{opt})로 선정되며, “DB_CACHE_SIZE”는 32MB, “PGA_AGREGATE_TARGET”는 24MB, “SHARED_POOL_SIZE”는 32MB이다. 이 실험에서 인자 변경 크기가 200% 경우에는 실험 수행 중 P\textsubscript{max} 크기를 초과하게 되어 실험 종료 시까지 성능 인자 크기를 변경할 수 없었던 경우에 변경 크기가 재정하지 않았다. 표 3은 시스템 X의 성능 인자 변경에 대한 실험 결과를 보인다. “NO_CHANGE”는 기본 크기를 사용하여 인자 크기를 변경 없이 수행한 결과이며, 성능 비교의 기준이 된다. 시스템 X는 기본 성능 값에 비해 단일 성능 인자만의 변경을 수행함으로써 대략 6~15% 정도 성능이 향상되었다. 그림 4는 처리량 평가 방법을 적용한 실험 결과로서, “NO_CHANGE”의 결과를 포함하여 측정 시간동안 가장 많은 병합작업을 처리한 최고 성능 값을 기준으로 한 처리 비율의 변화를 보인다. 측정 시간 60분까지는 성능 인자 변경을 통한 튜닝이 수행되지 않았으며 처리량이 “NO_CHANGE”의 그래프와 오차 범위 내에서 유지되었다. 측정 시간 60분~120분까지는 성능 인자들에 대한 변경이 수행되어 “NO_CHANGE”의 처리량 보다 정작 많은 처리량을 보였으며, 125분 이후에서는 성능 인자의 변경을 통한 튜닝이 반영되게 되어 처리량의 차이는 더욱 심화되었다.

表 2 시스템 X의 성능 인자의 변경 크기

<table>
<thead>
<tr>
<th>성능 인자</th>
<th>50 %</th>
<th>100 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB_CACHE_SIZE</td>
<td>16 MB</td>
<td>0.73</td>
</tr>
<tr>
<td>PGA_AGREGATE_TARGET</td>
<td>12 MB</td>
<td>0.77</td>
</tr>
<tr>
<td>SHARED_POOL_SIZE</td>
<td>16 MB</td>
<td>0.80</td>
</tr>
</tbody>
</table>

表 3 시스템 X의 실험 결과

<table>
<thead>
<tr>
<th>평가 방법</th>
<th>성능 인자 poet 포함</th>
<th>처리 비율</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO CHANGE</td>
<td>각 성능 인자 모두 포함</td>
<td>1</td>
</tr>
<tr>
<td>처리량 평가 방법</td>
<td>DB_CACHE_SIZE</td>
<td>1.127</td>
</tr>
<tr>
<td></td>
<td>PGA_AGREGATE_TARGET</td>
<td>1.0736</td>
</tr>
<tr>
<td></td>
<td>SHARED_POOL_SIZE</td>
<td>1.0631</td>
</tr>
<tr>
<td>사용시간 평가 방법</td>
<td>DB_CACHE_SIZE</td>
<td>1.1537</td>
</tr>
<tr>
<td></td>
<td>PGA_AGREGATE_TARGET</td>
<td>1.0612</td>
</tr>
<tr>
<td></td>
<td>SHARED_POOL_SIZE</td>
<td>1.0863</td>
</tr>
</tbody>
</table>
dbo. cache size는 비어 게시의 크기를 설정하는 것으로 EB 개수의 증가에 따라 캐시되는 자료가 증가하여 이 성능 인자의 적절한 크기 변경이 성능 향상에 영향을 주는 것으로 보인다. "pga.aggregate_target" 인자는 정렬, 해시 조인 등 메모리를 많이 사용하는 질의에 대한 메모리 크기를 설정하는 것으로 EB 개수가 증가할 때마다 할당되어야 하는 메모리 크기가 증가하여 해당 성능 인자의 적절한 크기 변경이 성능 향상에 도움을 주는 것으로 판단된다. "shared_pool_size" 인자는 쿼리 커서, 내장 프로시저, 질의 파싱 등에 사용되는 메모리 영역으로 EB 개수의 증가에 따른 더 많은 질의 파싱 등이 발생하여 좀 더 큰 메모리 할당이 필요함으로 이 성능 인자의 크기 변경이 성능 향상을 가져오고 있다.

각 측정 시간에서 하나 혹은 다수의 케이션으로 응답시간 제한을 초과하지만, 가장 높은 응답시간으로 변하면서 튜닝을 유발시키는 케이션들은 "buy confirm"과 "order display"이다. 그림 5는 "db.cache size" 인자에 대하여 "buy confirm"과 "order display"의 응답시간 변화를 보인다. "buy confirm"은 측정 시간 35분 이후 1%~57% 정도, "order display"는 측정 시간 60분 이후 2%~120% 정도 응답시간을 초과하였다. "buy confirm"은 측정 시간 35분, 70분에서, "order display"는 측정 시간 60분, 70분에서 응답시간 제한을 초과하여 인자의 크기가 각각 32MB 증가하였으며, 이후 측정 시간에서의 각각의 응답시간은 제한 시간 이내로 감소하였다.

다른 인자들도 이와 유사한 응답시간 변화를 보이고 있다. "pga.aggregate_target" 인자의 경우, "buy confirm"은 5%~200% 정도, "order display"는 5%~24% 정도 응답시간을 초과했다. "shared_pool_size" 인자의 경우, "buy confirm"은 14%~180% 정도, "order display"는 26%~216% 정도 제한된 응답 시간을 초과했다.

시스템 X의 세 가지 성능 인자들은 제시된 두 가지

그림 4 투영파 합병 방법에 의한 처리 비율 변화

그림 5 응답시간 평가 방법에 의한 응답시간 변화
트닝 전략을 통해 시스템 성능 향상에 각각 기여하고 있다. 성능 인자 변경을 통해 시스템의 성능 향상을 계획하는 경우, 단일 성능 인자와 변경만을 시도하는 것이 아니라 다중 성능 인자를 복합적으로 변경하는 것이 보다 일반적이다. 따라서 본 논문에서는 다중 성능 인자 변경을 통한 튜닝 전략에 대한 기초 연구 단계로 각 성능 인자의 단일 성능 평가의 결과를 이용하여 다중 성능 인자 변경의 전략 시험의 성능 수치가 11.5%~14% 성능 향상시킬 수 있었다.

3.2 시스템 Y의 결과 및 분석

시스템 Y는 상용 객체-관계형 데이터베이스 시스템이며, 단일 UltraSpare 프로세서, SunOS 5.8에서 운영하였다. 시스템 Y에 대한 실험은 다음과 같이 진행하였다.

첫째, 성능 인자의 변경 판단은 앞서 기술한 시스템 X에서의 성능 인자 변경 판단과 마찬가지로 5분마다 수행하였다. 둘째, 5개의 EB로부터 시작하여 15분마다 새로운 EB를 5개씩 추가하였다. 셋째, 전체 실험 시간은 75분으로 하였다. 즉, 시스템 Y에 대한 실험은 5개의 EB를 바탕으로 실험을 시작하여 15분마다 EB가 5개씩 증가하고, 60분 경과 후에는 EB가 25개가 된다. 성능 인자 변경 판단은 5분마다 수행하여, 총 14번 성능 인자 변경 판단을 수행하게 된다.


시스템 Y에서 각 성능 인자의 변경 크기를 결정하는 실험은 앞서 기술한 시스템 X의 실험이 동일하며, 실험 결과는 표 4에 나와 있다. "NUM_DATA_BUFFERS"의 기본 크기(\(P_{\min}\))는 10,000 페이지(80MB), 최대 크기(\(P_{\min}\))는 200,000 페이지(1.6GB)이다. "SR_

표 4 다중 성능 인자 변경에 의한 성능 향상

<table>
<thead>
<tr>
<th>EB</th>
<th>NO_CHANGE (WIPS)</th>
<th>P1 (MB)</th>
<th>P2 (MB)</th>
<th>P3 (MB)</th>
<th>처리량 평가 방법 (WIPS)</th>
<th>P1 (MB)</th>
<th>P2 (MB)</th>
<th>P3 (MB)</th>
<th>응답시간 평가 방법 (WIPS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>1.97</td>
<td>32</td>
<td>24</td>
<td>32</td>
<td>1.97</td>
<td>32</td>
<td>24</td>
<td>32</td>
<td>1.97</td>
</tr>
<tr>
<td>30</td>
<td>3.81</td>
<td>32</td>
<td>24</td>
<td>32</td>
<td>3.80</td>
<td>32</td>
<td>24</td>
<td>32</td>
<td>3.80</td>
</tr>
<tr>
<td>45</td>
<td>4.11</td>
<td>32</td>
<td>24</td>
<td>32</td>
<td>5.12</td>
<td>96</td>
<td>96</td>
<td>64</td>
<td>5.22</td>
</tr>
<tr>
<td>60</td>
<td>5.27</td>
<td>64</td>
<td>48</td>
<td>32</td>
<td>5.48</td>
<td>192</td>
<td>168</td>
<td>160</td>
<td>5.78</td>
</tr>
<tr>
<td>75</td>
<td>5.22</td>
<td>92</td>
<td>72</td>
<td>92</td>
<td>5.79</td>
<td>256</td>
<td>240</td>
<td>236</td>
<td>5.81</td>
</tr>
<tr>
<td>90</td>
<td>5.00</td>
<td>128</td>
<td>96</td>
<td>128</td>
<td>5.91</td>
<td>352</td>
<td>312</td>
<td>352</td>
<td>6.46</td>
</tr>
<tr>
<td>105</td>
<td>4.98</td>
<td>192</td>
<td>144</td>
<td>192</td>
<td>5.68</td>
<td>448</td>
<td>384</td>
<td>448</td>
<td>5.65</td>
</tr>
<tr>
<td>120</td>
<td>5.01</td>
<td>224</td>
<td>192</td>
<td>224</td>
<td>5.68</td>
<td>544</td>
<td>496</td>
<td>544</td>
<td>5.62</td>
</tr>
</tbody>
</table>

P1: DB_CACHE_SIZE, P2: PGA_AGGREGATE_TARGET, P3: SHARED_POOL_SIZE
表 5 시스템 Y의 성능 인자의 변경 크기

<table>
<thead>
<tr>
<th>성능 인자</th>
<th>변경 크기</th>
<th>처리 비율 50 %</th>
<th>변경 크기</th>
<th>처리 비율 100 %</th>
<th>변경 크기</th>
<th>처리 비율 200 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>NUM_DATA_BUFFERS</td>
<td>5,000 페이지</td>
<td>1.04</td>
<td>10,000 페이지</td>
<td>1</td>
<td>20,000 페이지</td>
<td>1.04</td>
</tr>
<tr>
<td>SR_BUFFERS</td>
<td>8 페이지</td>
<td>0.94</td>
<td>16 페이지</td>
<td>1</td>
<td>32 페이지</td>
<td>0.94</td>
</tr>
<tr>
<td>LOCK_ESCALATION</td>
<td>50,000</td>
<td>0.99</td>
<td>100,000</td>
<td>1</td>
<td>200,000</td>
<td>0.99</td>
</tr>
</tbody>
</table>

BUFFERS”의 기본 크기(16KB)는 16 페이지(128KB), 최대 크기(2MB)는 500 페이지(4MB)이다. “LOCK_ESCALATION”의 기본 크기(16KB)는 100,000이고 최대 크기에 대한 제한은 없다. 처리 비율은 시스템 X에서의 처리 비율과 동일한 의미를 가진다. 처리 비율이 가장 높은 변경 크기가 최종 변경 크기(16KB)로 선정되며, "NUM_DATA_BUFFERS"는 5,000 페이지(4MB), "SR_BUFFERS"는 16 페이지(128KB), "LOCK_ESCALATION"은 100,000이다.

表 6 시스템 Y의 실험 결과

<table>
<thead>
<tr>
<th>처리량 평가 방법</th>
<th>성능 인자</th>
<th>처리 비율 0.536</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO_CHANGE</td>
<td>각 성능 인자 모두 포함</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>처리량 평가 방법</td>
<td>처리 비율 1.0536</td>
<td>1.0536</td>
<td>+ 5.63</td>
</tr>
<tr>
<td>NUM_DATA_BUFFERS</td>
<td>1.0536</td>
<td>1.0536</td>
<td>+ 5.63</td>
</tr>
<tr>
<td>SR_BUFFERS</td>
<td>0.536</td>
<td>0.536</td>
<td>+ 0.56</td>
</tr>
<tr>
<td>LOCK_ESCALATION</td>
<td>1.0233</td>
<td>1.0233</td>
<td>+ 2.33</td>
</tr>
<tr>
<td>동일시간 평가 방법</td>
<td>처리 비율 1.1182</td>
<td>1.1182</td>
<td>+ 11.82</td>
</tr>
<tr>
<td>NUM_DATA_BUFFERS</td>
<td>1.1182</td>
<td>1.1182</td>
<td>+ 11.82</td>
</tr>
<tr>
<td>SR_BUFFERS</td>
<td>0.572</td>
<td>0.572</td>
<td>+ 5.72</td>
</tr>
<tr>
<td>LOCK_ESCALATION</td>
<td>1.0478</td>
<td>1.0478</td>
<td>+ 4.78</td>
</tr>
</tbody>
</table>

그림 6 처리량 평가 방법에 의한 처리 비율 변화

"SR_BUFFERS” 인자의 경우에는 측정 시간 15분, "LOCK_ESCALATION” 인자의 경우에는 측정 시간 30분이 경우였으며, 그 외의 성능 인자 변경은 성능 인자 튜닝 전략의 두 번째 조건이 적용되었다. "NUM_DATA_BUFFERS” 인자는 측정 시간 40분과 50분의 처리량 감소의 해소하기 위해 인자 크기를 각각 5,000페이저씩 증가하였고, 이후 각각 45분, 55분에서 처리량이 증가되었다. "SR_BUFFERS” 인자의 측정 시간 50분에서 처리량이 감소되어 인자 크기를 16페이지 증가하였고, 이후 55분에서 처리량이 증가되었으며, "LOCK_ESCALATION” 인자는 측정 시간 30분에 인자 크기가 200,000으로 변경되어 55분까지 지속적으로 처리량이 증가되었다.

그림 6에서 EB 10개(30분)까지는 시스템에 대한 부가가 미미하여 성능 인자 튜닝이 발생하지 않았으며, 시스템 부가가 증가하는 EB 15개(35분) 이상에서는 성능 인자 튜닝 횟수가 많아지고, 또한 특성 시점 75분에서의 “NO_CHANGE” 그래프와의 간격보다 낮음 을 통해 튜닝에 의한 성능 효과를 확인할 수 있었다.

"NUM_DATA_BUFFERS” 인자는 데이터 베이스 개
수를 설정하는 것으로 EB 개수에 따라 캐시되는 자료
도 증가함으로 이 성능 인자의 직접된 비퍼 개수 변경
은 성능 향상에 영향을 주는 것으로 보인다. "SR_ BUFFERS" 인자는 정렬에 필요한 버퍼 크기를 설정하
는 것으로 증가되는 EB마다 반영되어야 하는 버퍼의 크기가 증가하게 되어 적절한 버퍼 크기 변경은 성능
향상에 도움을 주는 것으로 판단된다. "LOCK_ ESCALATION" 인자는 인스턴스의 잡소가 클래스 잡
급으로 변경되는 최대 잡소 개수를 설정하는 인자로 증
가되는 EB 개수에 따라 잡소의 대가성이 되는 자료가 증
가하고, 이로 인해 인스턴스 잡급에서 클래스 잡급으로
변경이 필요한 자료도 증가하게 되어 해당 성능 인자의
변경이 성능 향상에 영향을 주고 있는 것으로 보인다.

각 측정 시간에서 하나 혹은 다수의 웹 상호작용이
응답시간 제한을 초과하지만, 가장 높은 응답시간으로
반복적으로 튜닝을 반복시킨 대표작은 "Best Sellers"와 "Buy Confirm"이다. 그림 7은 "NUM_ DATA BUFFERS" 인자에 대하여 웹 상호작용 "Best Sellers"와 "Buy Confirm"의 응답시간 변화를 보인다.

"NUM_DATA BUFFERS" 인자의 경우, "Best Selle
rs"의 응답시간은 모든 측정 시간에서 최저 1%에서
최대 약 490% 정도 초과하였으며, "Buy Confirm"의 응
답시간은 측정 시간 45분 이후 약 9%~270% 정도 초
과했다. 각 웹 상호작용의 응답시간이 제한 시간을 초과
하면, "NUM_DATA BUFFERS" 인자는 5,000페이지
씩 크기가 증가된다. "Best Sellers"는 측정 시간 5분, 20분, 50분에서, "Buy Confirm"은 측정 시간 30분에서
응답시간 제한을 초과하여 인자의 크기를 5,000 페이지 증가시켰다. 이후 각각의 측정 시간에서는 응답시
간이 다소 감소하였으며, "Buy Confirm"는 측정 시간
35분, 40분에서 응답시간이 제한 시간 이내되었다.

다른 인자들도 이와 유사한 응답시간 변화를 보이고
있다. "SR BUFFERS" 인자의 경우, "Best Sellers"의 응답시간은 27%~880% 정도 초과하였으며, "Buy Con
firm"의 응답시간은 10%~700% 정도 초과하였다. "LOCK_ ESCALATION" 인자의 경우, "Best Sellers"의 응답시
간은 3%~895% 정도 응답시간을 초과하였으며, "Buy Confirm"의 응답시간은 약 55%~780% 초과했다.

시스템 Y의 세 가지 성능 인자들은 제시된 두 가지
튜닝 전략을 통해 시스템 성능 향상에 각각 기여하고
있다. 시스템 Y는 시스템 X에서와 같이 다중 성능 인
자를 복합적으로 변경하는 경우의 성능 향상을 확인해
보기 위해 앞선 실험을 통해 얻어진 성능 인자의 크기
를 적용하며, EB 개수별로 TPC-W 실험을 수행하였다.
실험 방법은 시스템 X에서와 실험 방법과 동일하다.
또한 실험 결과를 보이다. "NO_CHANGE"의 평균
WIPS 값은 1,012이고, 처리량 평균의 평균 WIPS
값은 1,181이며, 응답시간 평균 WIPS 값
은 1,180이다. 이로써 처리량 평균 방법과 응답시간 평
균 방법은 각각 "NO_CHANGE"보다 17%, 16% 성능
향상되었다.

처리량 평균 방법의 성능 인자 튜닝 전략을 적용하여
튜닝하는 경우 대다수 성능 인자들의 기본값을 사용하는
"NO_CHANGE"보다 2%~5% 정도 성능 향상이 되었
으며, 응답시간 평균 방법의 성능 인자 튜닝 전략을 적
용하여 튜닝하는 경우에는 "NO_CHANGE"보다 4%~
11% 정도 성능 향상이 되었다.
 앞서 제시된 실험 결과 및 주요 결과를 바탕으로 본
 논문에서는 제시하는 단일 성능 인자 튜닝을 위한
 튜닝 전략은 시스템 Y에서도 적절함을 알 수 있었으며,
단일 성능 인자의 튜닝으로부터 얻어진 성능 인자의 루
 기본을 활용한 다중 성능 인자 튜닝을 수행한 경우 시스

![그림 7 응답시간 평균 방법에 의한 응답시간 변화](image)

표 7 다중 성능 인자 변경에 의한 성능 향상

<table>
<thead>
<tr>
<th>EB</th>
<th>NO_CHANGE (WIPS)</th>
<th>P1 (배이저)</th>
<th>P2 (배이저)</th>
<th>P3 (개)</th>
<th>처리량 평가방법 (WIPS)</th>
<th>P1 (배이저)</th>
<th>P2 (배이저)</th>
<th>P3 (개)</th>
<th>응답시간 평가방법 (WIPS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.59</td>
<td>10000</td>
<td>32</td>
<td>13000</td>
<td>0.65</td>
<td>25000</td>
<td>16</td>
<td>30000</td>
<td>0.61</td>
</tr>
<tr>
<td>10</td>
<td>0.82</td>
<td>10000</td>
<td>32</td>
<td>20000</td>
<td>0.90</td>
<td>40000</td>
<td>64</td>
<td>60000</td>
<td>0.82</td>
</tr>
<tr>
<td>15</td>
<td>0.95</td>
<td>15000</td>
<td>32</td>
<td>20000</td>
<td>1.38</td>
<td>55000</td>
<td>112</td>
<td>90000</td>
<td>1.44</td>
</tr>
<tr>
<td>20</td>
<td>1.37</td>
<td>20000</td>
<td>48</td>
<td>30000</td>
<td>1.54</td>
<td>70000</td>
<td>160</td>
<td>120000</td>
<td>1.54</td>
</tr>
<tr>
<td>25</td>
<td>1.52</td>
<td>25000</td>
<td>96</td>
<td>60000</td>
<td>1.49</td>
<td>85000</td>
<td>208</td>
<td>150000</td>
<td>1.49</td>
</tr>
</tbody>
</table>

P1: NUM_BUFFERS, P2: SR_BUFFERS, P3: LOCK_ESCALATION
4. 결론 및 향후 계획

본 논문은 부하에 따른 성능 인자의 크기를 적절하게 튜닝하기 위해 TPC-W 환경에서 데이터베이스 시스템의 성능 인자에 대하여 처리량 평가 방법과 응답시간 평가 방법의 튜닝 전략을 제시하였다. 제시된 성능 인자 튜닝 전략에 대하여 상용 데이터베이스 시스템을 사용하여 실험을 수행하였으며, 그 결과 시스템 X와 시스템 Y의 각 성능 인자들은 각각 6%~15%, 2%~11% 정도 성능 향상이 되었다. 따라서 본 논문에서 제시된 튜닝 전략은 데이터베이스 시스템의 성능 향상에 기여할 수 있는 적절한 튜닝 전략임을 알 수 있다.

성능 향상에 가장 크게 영향을 미치는 성능 인자는 시스템 X에서는 "DB CACHE_SIZE" 인자이고, 시스템 Y에서는 "NUM_DATA_BUFFERS" 인자로서 두 성능 인자 모두 데이터 벡터 관련 인자들이다. 처리량 평가 방법의 튜닝 전략에서 측정 시간 초기에는 작업부가 비 비하여 성능 인자 변화에 의한 튜닝이 거의 발생하지 않았지만, 작업부가 증가하면서 성능 인자의 변화를 통한 튜닝이 발생하여 "NO_CHANGE"보다 성능이 향상되었으며, 개별 성능 인자들의 특성에 따라 그 차이는 다양하게 발생하였다. 응답시간 평가 방법의 튜닝 전략에서 작업부가 증가하면서 응답시간이 제한 시간을 초과하여 성능 인자 변화에 의한 튜닝이 발생하였고, 그 결과 응답시간이 부분적으로 감소함을 확인할 수 있었다.

데이터베이스 시스템의 성능 인자 튜닝은 일반적으로 다음과 성능 인자를 튜닝하는 것이 있다. 향후 본 논문의 단일 성능 인자를 통한 튜닝 및 기초적인 단일 성능 인자 튜닝 결과를 기반으로 적절한 모델링 기법을 사용한 다양한 성능 인자의 튜닝 전략 및 기법에 대한 연구가 요구된다.
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